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Growth kinetics of body centered cubic colloidal crystals
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A combination of static light scattering and video microscopy is used to perform high precision mea-
surements on the growth velocity of body centered cubic (bcc) crystals in a metastable colloidal melt of
monodisperse, highly charged latex spheres. The crystals nucleate heterogeneously at the walls of a flat
flow-through shear cell and solidification proceeds without significant disturbance by homogeneous nu-
cleation. The suspension parameters packing fraction ® of the spheres and the concentration of screen-
ing electrolyte ¢ are systematically varied for two kinds of particles with equal diameter but different
charge. For all experimental conditions the growth velocities in the {110) direction collapse on a single
curve if plotted against a reduced energy density difference IT* between the melt and the fluid at melting.
Close to the phase boundary growth velocities vary linearly with increasing IT*, and saturate at large IT*
at a value of v, =9.1 ums~!. The master curve can be fitted excellently by a Wilson-Frenkel growth
law which was suggested to hold for the solidification of highly charged systems. A comparison of
coefficients allows for the derivation of a quantitative estimation procedure for the difference in chemical
potential Au between melt and solid in terms of the thermal energy k3 T: Au=II1*B. The best value for
the conversion factor B is found to be B =(6.7£0.1)kzT. In contrast to previous work on homogene-
ously nucleated crystals the growth velocity of the {110) face is limited by the reactionlike kinetics of
registering preordered layers formed within an interface of finite thickness. We suggest a unified
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description covering also the growth of the rough interfaces of other crystal faces.

PACS number(s): 82.70.Dd, 61.50.Cj, 64.70.Dv
I. INTRODUCTION

The solidification of undercooled melts has been used
in the processing of materials for a very long time. Nev-
ertheless, our understanding of this important first order
phase transition is still far from being comprehensive.
During the first part of this century a number of sem-
iempirical theoretical descriptions for the kinetics of nu-
cleation and growth have been developed, mainly by
adapting models of the condensation of liquid drops from
the vapor phase [1-3]. Their verification in atomic or
molecular systems faces two major problems. In most
cases direct observation is difficult due to the high rates
of nucleation and high velocities of growth. In addition,
the relevant length scales are accessible only on immense
technical effort. Consequently, experimental data of both
high temporal and spatial resolution are sparse. Quanti-
tative comparisons to the above mentioned theories, on
the other hand, are often hindered by poorly defined or
changing experimental conditions. For example,
solidification usually starts during an applied temperature
quench and is accompanied by the release of large
amounts of latent heat together with limited thermal
diffusion. This often prevents the development of
sufficiently stationary conditions.

Colloidal crystals and melts, on the other hand, may be
prepared and observed under conditions which in princi-
ple come very close to those defined by the assumptions
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of the theories and simulations mentioned above. The
particle spacing is on the order of the wavelength of visi-
ble light, and the presence of the viscous suspending
medium shifts the relevant time scales to a range between
milliseconds and hours. This facilitates observations with
high temporal and spatial resolution both in real and in
reciprocal space by complementary optical techniques
[4,5].

Second, colloidal solids may easily be shear molten [6],
and the phase transition is quasi-isothermal due to the
low particle density of some 107 '2-1071* cm ™3 and the
presence of the suspending fluid acting as a large heat
sink. This allows for the formation of sufficiently station-
ary states after quasi-instantaneous quenches.

Finally, the interaction between the dispersed particles
can be precisely adjusted [7] and determined [8] experi-
mentally, while it is also well described by theoretical ex-
pressions [9,10]. This leads to a detailed description of
suspension structures and dynamics including complica-
tions of polydispersity and hydrodynamic interaction
[11-14]. For hard sphere systems freezing and melting
are located at packing fractions of ®,=0.494 and
®,, =0.545, respectively [15]. Suspensions with electro-
static stabilization solidify at considerably smaller pack-
ing fractions depending on the surface charge and the
amount of screening electrolyte [11,16,17].

These colloid specific advantages have led to a strong
interest in the solidification dynamics of colloidal crys-
tals. A considerable number of papers exist both on the
nucleation [18-20] and the growth from the metastable
shear melt [18,21-28]. These have been compared [29]
to the classical theories of nucleation and growth [1-3]
and to recent computer simulations [30,31]. In general,
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growth was observed to be much less affected by changes
in the suspension parameters than nucleation [27]. In
hard sphere systems one observes a V't growth at short
times ¢ and Lifshitz-Sloyzov ripening at late stages
[25,26]. The underlying mechanism was inferred to be
the formation of a depletion zone around the crystallites.
As a function of packing fraction the growth coefficients
show a sharp maximum in the upper coexistence range
and decrease to zero as the glass transition is approached
[26,32].

In a first systematic study on highly charged systems
Aastuen et al. reported linear growth and a slow but
monotoneous increase in the growth velocity v as a func-
tion of the packing fraction @ [18]. To interpret their
data they suggested a Wilson-Frenkel growth behavior:

A
v=v, |l—exp =B

, (1)

where kg T is the thermal energy. The limiting velocity
v, was assumed to be determined by the lateral diffusion
of particles towards their target place in the crystal lat-
tice using the free Stokes-Einstein diffusion coefficient.
The chemical potential difference Ay between the melt
and the solid was approximated by the reduced difference
in the particle densities p at the actual experimental con-
ditions and at melting. A fit of expression (1) to the data
was consistent with the suggested growth law. However,
a quantitative verification using samples of more precise-
ly defined parameters and a well known phase diagram is
still missing.

Very recently a study was performed on suspensions of
weakly charged silica spheres [27]. Time resolved mea-
surements of the static structure factor showed a linear
increase of the integrated intensity of the (111) Bragg
reflection. This intensity is proportional to the number of
crystallites times their volume. The rate of intensity in-
crease R showed a pronounced maximum as a function of
the packing fraction. Further evaluation using a model
with cubic crystal geometry showed no significant varia-
tion of the increase in linear crystal dimension as a func-
tion of effective packing fraction. Clearly this is incom-
patible with Eq. (1). The nature of the velocity limiting
process in charged systems therefore remains unresolved.

In this paper we report measurements of the growth
velocity in suspensions of highly charged latex spheres
spanning the whole range from the coexistence regime to
large “‘undercooling.” We focus on the propagation of a
planar interface in a well defined crytallographic direc-
tion without interference by simultaneous nucleation pro-
cesses. This facilitates the use of a high precision detec-
tion scheme for the position of the propagating interface
as a function of time. The velocity of growth is directly
inferred from the recorded video frames and no models
and assumptions have to be made in its derivation.

Our investigation differs from previous ones since we
use a recently reported advanced deionization technique
[7] to prepare homogeneous and gradient-free metastable
melts of precisely controlled suspension parameters. We
systematically vary all relevant suspension parameters for
highly charged systems: packing fraction, concentration
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of screening electrolyte, and surface charge. Our results
unequivocally confirm a Wilson-Frenkel growth law for
highly charged systems.

‘The second important difference is a qualitative
different model of the microscopic structure of the inter-
face. While a number of previous papers are concerned
with the shape of the interface, much less is known about
its structure. It has been assumed that the interface is
microscopically sharp. This stands in contrast to the
molecular dynamics simulations of a Lennard-Jones solid
growing from the melt [30,31], Brownian dynamics simu-
lations [33], and density functional theory calculations
[34,35] on the equilibrium shape of the solid-liquid inter-
face at coexistence. These models indicate the possibility
of a thick interface consisting of several layers of parti-
cles which show a continuous decay of crystalline order
into the melt. We will use the latter concept in combina-
tion with the Wilson-Frenkel growth law. Inserting the
long time self-diffusion coefficient instead of the Stokes-
Einstein value gives the possibility to use a unified
description of growth in systems without pronounced de-
pletion zones.

Our paper is organized as follows: the preparation and
detection techniques form the basis of quantitative mea-
surements. Therefore they are presented in detail in the
experimental section together with a characterization of
the particles under study. The results on the growth ve-
locity and their evaluation in terms of a reduced density
difference is presented in Sec. III. Section IV contains a
discussion on the structure of the interface and the range
of applicability of Wilson-Frankel growth.

II. SYSTEM AND EXPERIMENTAL METHODS

We used two kinds of commercially available poly-
styrene latex spheres (Seradyn, Inc., U.S.A; Lot No. 2010
MOIR and Lot No. 2011 M9R) denoted sample 4 and B,
both with hydrodynamic radius ¢ =51 nm (dynamic light
scattering) and a titrated number of sulfate surface
groups of N =950 and Ngz=1200, respectively. The
particles with the lower charge number (sample A) are
identical to the ones used in previous studies [36,8,10].
Both particles have been used in the study of structure
and dynamics of fluid mixtures [37]. Their data are sum-
marized in Table 1.

The continuous deionization technique, which was de-
scribed in detail elsewhere [7], allows the precise control
of the experimental parameters with typical uncertainties
in the packing fraction ® and salt concentration ¢ below
2%. This in turn facilitates the recording of an accurate
®-c phase diagram. The respective phases are identified
by microscopic and static light scattering methods. We
show the phase diagram of the A particles in Fig. 1. The
fluid and the bcc crystalline phase are separated by a
coexistence region which broadens with increasing ® and
c. Note the low values of packing fraction and salt con-
centration which significantly extend the previously stud-
ied range of experimental parameters of these particles
[38]. The phase diagram of sample B is not explicitly
shown. It is of very similar shape but the freezing transi-
tion is shifted towards slightly lower values of ® and
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TABLE 1. The best parameters of the fits to each single series.

Sample a (nm) o) ¢ (umoll™!) N Zppc v, (ums™!) B(units of kzT)
A 51 0.003 0-1.0 950 395 9.05+0.1 6.69+0.1
B 51 0.0022 0-1.2 1200 450 9.09+0.1 6.66+0.1
B 51 0-0.003 0 1200 450 9.13+0.1 6.7210.1

higher values of c.

The present investigations on the crystal growth
velocities cover packing fractions of 0.001 <& <0.003
u mol ¢, where ® converts to the particle number density
p as p=®/V, with the particle volume V. Under these
conditions crystals nucleate heterogeneously at the wall
and grow in an undisturbed way. At larger ® homogene-
ous nucleation becomes the predominant mechanism of
solidification and interferes with wall crystal growth.

In preliminary experiments we observed that large
monolithic crystals filling the whole measuring cell could
be grown if shear melting was performed under condi-
tions of constant flow. We therefore modified the
preparational setup reported in [7]. The suspension flows
through a 1X10 mm? rectangular optical cell (Rank,
Bottisham, UK) of 40 mm length. Both ends of the cell
are connected to reservoirs to apply a constant hydrostat-
ic pressure difference. The higher reservoir is refilled by a
peristaltic pump. The flow profile throughout the cell is
parabolic and constant in time. Care was taken to avoid
convection after stopping the flow by using electromag-
netic values. The suspension is left in a mechanically un-
disturbed shear molten state which has recently been
characterized as a metastable melt by measurements of
its diffusional properties [36].

Crystal growth starts immediately at the cell walls and
is monitored with the setup sketched in Fig. 2(a). The
cell is observed side on by a long distance telescopic mi-
croscope (QM 100, Questar NL). A laser beam crosses
the cell under an angle © with respect to the observation
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FIG. 1. The experimental phase diagram of the A particles in
dependence on the salt concentration ¢ and the volume fraction
®. Squares denote the bcc phase and open circles the fluid
phase. The two phases are divided by a coexistent region denot-
ed by closed circles.

direction. This corresponds to a scattering vector of
magnitude g =(4mn /A)sin(© /2) for which the intensity
of scattered light largely differs for the fluid and the solid
phases, as is schematically shown in Fig. 2(b). The image
of the beam is recorded by a charge-coupled-device
(CCD) camera and further evaluated by image processing
(OFG, Stemmer, FRG).

In Figs. 3(a)-3(d) we show four representative
snapshots of the laser beam crossing the sample cell. In
Fig. 3(a), the sample is still sheared and the image ap-
pears as a broad light band. Upon stopping the flow sin-
gle speckels are discernible. The third picture is taken 60
s after the start of solidification; the intensity difference
between the two phases is clearly visible. Finally, after
complete solidification, the cell is filled with two monol-
ithic wall crystals joined in the cell center. Again, inten-
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FIG. 2. (a) Optical setup used for measuring the growth ve-
locity. C denotes the crystalline phase growing against the
metastable melt F. (b) The scattered intensities for fluid (I) and
solid (IT) phase. Note their large difference at g, which is indi-
cated by vertical dashed line.



6418

FIG. 3. Four representative images of the scattered intensity
from the laser beam crossing the sample cell. In (a) the suspen-
sion is still sheared and the image appears as a brought light
band, as the flow is stopped (b) single speckels are discernible.
In (c) t =60 s after the start of solidification the two phases are
clearly distinguished by their difference in scattering intensity
(high intensity =melt; low=solid). After complete solidification
(d) the whole scattering volume again shows a homogeneous in-
tensity but on the low level of the crystal.

sity is spatially homogeneous but on a much lower level.

The intensity parallel to the image of the laser beam is
measured for some 100 pictures per crystallization run,
taken at time intervals corresponding to approximately
10 um progress of the crystallization front. In Fig. 4. we
plot a selection of these. The boundary between crystal
and fluid appears to be slightly blurred. This blurring is
less pronounced for suspension parameters close to the
phase boundary but may reach some 50 um for largest in-
teraction. It is partly due to overshining effects but also
gives evidence for a finite transition layer between crystal
and fluid.

I[arb.u.]

bImm]

FIG. 4. The intensity distribution within the scattering
volume plotted at different times after the start of solidification.
Note that the time is plotted from back to front.
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III. WILSON-FRENKEL GROWTH

These raw data are now evaluated for the growth ve-
locities in the (110) direction. The thickness of the two
crystals is determined as the full width at half maximum
of the intensity distributions shown in Fig. 5. It carries
an absolute uncertainty of some 20 um but the error in
relative thickness x () needed to calculate the growth ve-
locity is well below 19%. We observe strictly linear
growth that starts immediately after cessation of shear.
This result is consistent with the findings of Aastuen
et al. [18,21] who observe linear growth after homogene-
ous nucleation. -

The observation of layering induced heterogeneous nu-
cleation followed by quasiepitaxial growth has been re-
ported before [21]. We therefore concentrate here on the
growth process itself and will report about detailed inves-
tigations of the nucleation scenario elsewhere. We note,
however, that the bcc monolithic crystals nucleate with
their (110) plane parallel to the cell wall, and therefore
our growth direction perpendicular to the cell wall is
(110) as well. The measured interfacial velocities v,
are shown in Fig. 6 as a function of the salt concentration
¢ at constant ® ,=0.003 and ®;=0.0022. Note the
strong influence of the increased surface group number in
sample B, which overcompensates the larger volume frac-
tion of sample A. Figure 7 shows v, as a function of ®
at zero added salt. Due to the large number of data on
x (t) the uncertainty concerning v,y is well below 1%.
The slightly larger scatter of data points is due to the
remaining uncertainties in c¢ (respectively, ®), which
strongly influence the value of v,;,,. With increasing in-
teraction the velocities vary over roughly four orders of
magnitude in the vicinity of the phase transition and
reach a plateau value of approximately 9 um s~ ! at the
strongest interaction. In all three series the points given
by the stars are measured in the regime of equilibrium
coexistence. Within this region, denoted by filled circles
in Fig. 1, the suspension only partially crystallizes, and
two wall nucleated crystals surround a core of slightly
less dense colloidal fluid.

x(t) [mm]

0.0 0 100

200 300
time [sec]

FIG. 5. Thickness x (¢) of the crystalline phase plotted as a
function of time for different suspension parameters. The trian-
gles are B particles at ®=0.0019 and c =O0; the circles are 4
particles at ®=0.003 and ¢=0.27 u moll~!, and the squares
are B particles at ®=0.0022 and ¢ =1.08 z moll~".



32 GROWTH KINETICS OF BODY CENTERED CUBIC COLLOIDAL ...

1o+ a 1
% 0 o
Qo ? o
— t o
T [’ %
o [e] o
F3 1 o 3
£ ° o ]
By
= o o
- 01 J
>
* *
*
0.01 . L * +
0.0 0.4 0.8 1.2

cg [mmol ']

FIG. 6. The measured interfacial velocities v,y as a function
of salt concentration, the circles are data on the A particles at
the fixed voluime fraction ® , =0.003 and the squares are data
on the B particles at ®3=0.0022. In both curves the stars
denote points measured in the coexistence region.

Previous discussions of the radial velocities after
homogeneous nucleation suffered from uncertainties con-
cerning the particle concentrations, the position of the
phase boundary and the condition of complete deioniza-
tion which were considerably larger than in the present
study. Our data may therefore be subjected to rigorous
quantitative analysis, and one main interest will lie in the
confirmation of the suggested Wilson-Frenkel growth
law. The existence of a systematically measured high
precision data set allows us to develop a quantitative

“measurement of the chemical potential difference be-
tween metastable melt and solid. Furthermore, it allows
us to investigate the structure of the interfacial region.

The suggested growth dynamics of former studies ap-
proximated the difference in chemical potential as the re-
duced difference in particle number densities of metasta-
ble melt p and of the fluid at melting p,,;
Ap~(p—p,,)/p,,- This was appropriate, since only data
on the density dependence of v were available. However,
changes in the screening parameters due to changes in
density are then neglected. The interpretation of salt
concentration or charge number dependent measure-
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FIG. 7. The measured interfacial velocities v, as a function
of the volume fraction ®; of B particles at no added salt. The
stars again denote points measured in the coexistence region.
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ments obviously is impossible. We therefore suggest to
formulate Ay in terms of a reduced energy density which
is derived starting from the pair energy of electrostatic
interaction between two particles separated by a distance
r. We use the recently tested modified DLVO approxi-
mation (MDA) [10,12]:

’ exp(—«r)

r

2 2
Zppce
4mee,

exp(ka)
1+ka

Vir)= ) (2)

with the screening parameter k given by

2 e?

- eegkpy T

(ZPBCP+2000NAC) . (3)

Here Zpgc is the effective or renormalized charge, calcu-
lated according to the procedures of Alexander et al. [9]
under conditions of constant dissociation equilibrium
[17]. For the present particles the effective charge num-
bers at @ , =0.003 and ®5=0.0022 and no added salt
are Zppc, 4 =395 and Zpgc p =450, respectively. eg, is
the dielectric permittivity of the suspension, e is the ele-
mentary charge, kg, the Boltzmann factor, T the temper-
ature, and N 4, Avogadro’s number. We assume pairwise
interaction of a central particle with an effective number
a of neighbors and sum over all pairs in a given volume:

M=alV(r)p . @)

We note that IT formally has the dimension of an osmotic
pressure. In the vicinity of the phase transition the
chemical potential difference between melt and crystal is
then approximated by the difference between melt and
fluid at melting. This procedure is equivalent to the con-
struction of a reduced undercooling or overpressure in
atomic systems.

Ap=BII*
n—1i,,
II

m

exp(—K,, 7, )

exp( —kr)
P p—

, ’ Pm

m

exp(—K, 7y, )
r Pm
Note that although the first two terms on the right hand
side of Eq. (3) drop out of Eq. (5), the charge dependence
is retained through different « for the two kinds of parti-
cles. Equation (5) neglects the contribution of entropic
terms, which are assumed to be small compared to the
respective potential differences. Very close to the phase
boundary this may not necessarily be true. The new pre-
factor B comprises changes in these entropic terms, in the
effective number of neighbors, and in the effective charge
numbers. All three, however, may easily be incorporated
explicitly into the analysis. A more severe objection may
be raised on theoretical grounds concerning the use of the
melting line instead of the freezing line as point of refer-
ence. To a good first approximation this will produce a
shift of the curves in a plot of v,y versus II* towards
higher values of II*, but not qualitatively alter the re-
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sults. A detailed discussion of this point will be reported
together with comprehensive data on growth at coex-
istence in a later publication.

We now will check our data for Wilson-Frenkel growth
and our approximation of Ay for consistency. In Fig. 8
we plot v,o versus IT* for all three series. The data
points coincide on a single curve within the experimental
error. This provides strong evidence for the validity of
our description in terms of reduced energy density IT*.
We qualitatively observe an initially linear increase in
U110 and a pronounced saturation for large IT*. The four
points at negative II* correspond to the measurements at
coexistence. They will not be included in further analysis
since the prefactor in the Wilson-Frenkel law is predicted
only to describe crystallization dynamics without phase
separation and evolution of equilibrium density
differences. In fact, dendritic growth was recently report-
ed for this latter case [40].

We fit all data for positive IT* to a Wilson-Frenkel law
with the limiting velocity v, and B as the only free pa-
rameters. The best parameters of the fits to each single
series are given in Table I. As was seen from Fig. 8, the
values for v coincide within the standard deviation of less
than 3%:; respectively, the accumulated experimentally
uncertainties which are below 5%. The best fit to all data
gives values of v =9.1+0.1 ums~! for the limiting
growth velocity and B =6.710. 1kz T, which are reprodu-
cible within 1%. This very satisfying agreement between
experimental data and predicted behavior quantitatively
confirms the suggested Wilson-Frenkel behavior for soli-
difying colloidal melts of highly charged latex spheres.
From those points measured at coexistence one recog-
nizes further that the simple description using a constant
v, will not suffice to describe the crystallization behavior
below melting where significant density differences have
to develop.

Vo [pms™]
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—
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FIG. 8. The growth velocity v, plotted versus the reduced
density difference IT* for all three experimental series (symbols
as in Figs. 5 and 6). Within the experimental error all data
points coincide on one master curve. A Wilson-Frenkel law
[Eq. (1)] is fitted to the data with positive IT* and shown as solid
line. The best fit parameters are v, =9.1+0.1 um s~ ! and
B=6.710.1kpT. The chemical potential difference Ay between
solid and melt used in the upper x axis was derived from IT* us-
ing the conversion factor B.
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Furthermore, the good fit a posteriori verifies our for-
mulation of the potential difference driving the phase
transition. Therefore it is possible to interpret the fit pa-
rameter B as a conversion factor between the reduced en-
ergy density and the chemical potential difference be-
tween melt and solid. This is used in the upper scale of
Fig. 8. We note explicitly that the good agreement be-
tween all three series plotted versus II* is somewhat
unexpected, since the derivation of the energy density
bases on rather crude estimates. Aastuen et al. [18] only
used p to estimate the conversion factor and reported a
value larger by some 15%, however, of much larger un-
certainty. We further note that although our value has
been determined with great precision it will be subject to
further systematic changes, once entropic effects are in-
corporated into the derivation of IT*. We estimated these
corrections to be less than 10% for dilute systems. A
value of B=6.7%0.6 therefore should facilitate a quick
but reliable estimate of thermodynamic quantities useful,
for example, in further investigations on crystallization
dynamics.

IV. INTERFACIAL STRUCTURE

We have shown that in highly charged systems growth
is driven by the difference in chemical potential between
melt and solid. At large Au, however, it is limited by a
kinetic process leading to a finite and constant maximum
growth velocity. Thus we confirmed the characteristics
of Wilson-Frenkel growth for our systems of highly
charged particles. To gain further insight into the nature
of this kinetic process we will take a closer look at the
prefactor v, and consider different processes which in
principle may determine the growth velocity. Even in
our comparably simple isotherm and isochoric system we
have to consider and discriminate transport towards the
interface, relaxation into the crystalline structure, and
the possible formation of transient, intermediate or pre-
cursor states.

Both in hard sphere systems and in charged systems at
elevated volume fractions the evolution of a depletion
layer around growing crystals has been observed
[25,26,40]. This leads to growth control by collective
transport across a significant density modulation and to
nonlinear growth as a function of time. We cannot com-
pletely rule out the formation of depletion zones close to
the interface but rather observe a transient homogeneous
density decrease throughout the melt. In fact, prelimi-
nary measurements of the homogeneous nucleation rate
as function of time show an order of magnitude decrease
after roughly 20% of the suspension are solidified, indi-
cating a transient decrease in the packing fraction of the
melt by some 10%. It applies to the complete molten re-
gion and is caused by the extremely high collective
diffusion coefficient [14]. As can be seen from Fig. 6,
however, far from the phase boundary, even a moderate
reduction of the packing fraction will not considerably
change the growth velocity. Moreover, we did not ob-
serve any deviation from strictly linear growth for mea-
surements performed above melting. Therefore we con-
clude that even if such effects are present in our system
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they will not significantly influence the limiting velocity
Vo

In previous work on homogeneously nucleated crystals
it was inferred from the round shape of the crystallites
that their interface is rough, and no energy barrier is
present to slow down the arrangement of particles into
the crystal lattice. Such a behavior has also been ob-
served in computer simulations of a growing planar 100
face of a face centered cubic crystal (fcc) [30]. There v,
was equated with the thermal velocity of the Lennard-
Jones particles. In order to reproduce the saturation
behavior observed in the present work, v, should depend
on a transport coefficient which does not vary
significantly over the whole investigated range of the
phase diagram. It has been suggested to use the short
time self-diffusion Dg [18] which for dilute systems takes
the Stokes-Einstein value Dg=D,=kzT /6mnr. Alterna-
tively the long time self-diffusion coefficient which recent-
ly has been determined by forced Rayleigh scattering
may be used. Its value stays close to the value at melting
D; ~0.1Dg throughout the metastable melt at the densi-
ties under investigation here [36,41].

To quantify the time scales involved we consider a pla-
nar interface of thickness L =d o, the lattice spacing in
the (110) direction. From the measured limiting veloci-
ty we derive a propagation time 7(,=dq/V,, =55 ms
during which the interface progresses by one crystal
plane. The boundary of the interface is given on the crys-
talline side by the last layer of full crystalline order. The
position at which the spatial correlations in {110) direc-
tion have decayed is defined as the fluid side boundary.
From the point of view of the crystal side the melt is
homogeneous beyond the boundary. A particle situated
here has a mean distance to its later target place in the
crystal lattice of 0.4d 3, which simply is the average dis-
tance of points homogeneously distributed in a sphere of
diameter d;;, to the sphere center. Using the mean
squared displacement of a diffusing particle given as
(r?) =6Dt we estimate the average time 7, for a particle
to diffuse this distance as 7, =0.4d?%,,/6D,=1.7 ms, if
D, and 7, =16.7 ms and D is used. In both cases 7, is
much smaller than 7,;, and several of these time steps
elapse before the interface has progressed by his own
thickness, i.e., the particle has reached its target place.
Setting the interfacial thickness to one layer spacing
L =dy and using D; the maximum value for the limit-
ing velocities becomes v, =33 ums~!. Larger values for
L would lead to even larger velocities. It is interesting to
note that using our analysis on the data of Aastuen et al.
[nearest neighbor spacing d =(2X 10'®)71/3=794 nm and
D; =4.38X 10713 m?s~! [18]] predicts a limiting radial
growth velocity of v, ,=21.7 us” !, which is in quantita-
tive agreement with their observed value of v, ,=20
us~!. While this strongly supports the idea of no energy
barrier being present in the growth of homogeneously nu-
cleated crystals, the experimentally observed limiting ve-
locity in our case of growth of a planar (110) crystal face
is much smaller than the predicted one. We therefore
have to investigate further on possible limiting processes.

In a more recent computer simulation [31] it was ob-
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served that under otherwise equal conditions the growth
in the (111) direction of a fcc Lenard-Jones crystal is
much slower as compared to the previously investigated
(100) direction. Detailed analysis of the interfacial
kinetics revealed that although both interfaces were some
layers thick only on the (100) face the particles moved
straight to their target places. On the (111) face first
areas of in plane hexagonal order were formed which
then registered on the underlying plane by means of an
activated cooperative process. It was concluded that
such a mechanism may be operative only on crystal faces
with a choice of registering positions. The growth veloci-
ties as a function of undercooling showed a saturation
behavior in a range where limitation by transport to the
interface was not yet playing a significant role. At about
half the melting temperature a pronounced decrease was
visible due to the freezing of the activated process. In or-
der to compare these results to our experiment we have
to take the differences in crystal structure into account.
No alternation in the stacking of layers is possible here.
In the case of the bee (110) face, however, two positions
for registering are possible corresponding to the forma-
tion of two bee twin forms. It seems very plausible that
the observed slow growth velocities in our case are due to
a similar mechanism as was observed in the case of the
fcc (111) Lenard-Jones crystal face. In fact the monolith-
ic crystals grown in the present experiment show a large
amount of both lateral twin boundaries as well as an al-
ternation of twins in the growth direction. These defects
are not present in homogeneously nucleated crystallites
growing from the bulk melt.

In a recent study [20] on the heterogeneous nucleation
of charged spheres in a confined geometry, Grier and
Murray showed a three step process with the formation
of in plane fluid ordering proceeding the crystallization of
this plane and the subsequent annealing. Both the
solidification and the subsequent annealing were recorded
in terms of the evolution of the sixfold bond orientational
order parameter and the long time self-diffusion
coefficient. It was observed that annealing was slower by
roughly an order of magnitude. By assuming the anneal-
ing process to correspond to the above mentioned regis-
tering we estimate a registering-limited growth velocity
of the interface as v,,,=3.3 ms~! using L=d,;, and
D =0.01D,. In turn the experimentally observed v,y is
consistent with an  interfacial  thickness  of
L =9.1/3.3=2.7 layers, which is close to the values ob-
served in density functional calculations and in molecular
dynamic simulations [33-35]. This would be experimen-
tal evidence of layering in colloidal melts adjacent to a
growing crystal.

Finally, also a small amount of polydispersity may lead
to a slowed growth in both scenarios via reactionlike pro-
cesses. A single particle of different size present in a
rough interface will lead to a local change of the driving
thermodynamic force and simultaneously produce a
packing fault which will influence further solidification.
Within the scenario of a thick interface of registering lay-
ers such a particle will represent a pinning center
preventing fast registration. Our particles are slightly
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more polydisperse than those used by Aastuen et al. [18].
Fits of the static structure factor give an upper bound of
some 10% in size, which corresponds to a polydispersity
of interaction potentials of approximately 3% [37].
While the change in the interaction should be negligible
in the derivation of a limiting velocity, it remains an open
question whether the size polydispersity has a predom-
inant influence on our data. A careful comparison be-
tween different growth directions for mixtures of
differently sized particles should clarify this interesting
question.

V. CONCLUSION

We have measured the growth velocities of planar (110)
interfaces of colloidal bcc crystals with high accuracy
and under systematic and precise variation of all relevant
suspension parameters. In our measurements we focused
on the investigation of growth under conditions which
were not disturbed by simultaneous nucleation processes.
The amount and the quality of the measured data facili-
tated a rigorous quantitative analysis, which yielded
several important results.

Wilson-Frenkel growth could be unambiguously
demonstrated for suspensions of highly charged colloidal
spheres. Since these systems in some respect are the most
simple realizations of crystallizing colloids and their pa-
rameters are accessible to well defined theoretical
description, this provides a safe stepping stone for further
investigations on more complicated systems. In particu-
lar, the study of growth in the presence of depletion and
in the case of binary mixtures should be able to benefit
from the present investigations.

The concept of a reduced density difference between
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melt and fluid at melting has proven suitable to unify the
representation of all data series of the present study.
Moreover, it was a posteriori justified to be a valid mea-
sure for the difference in chemical potential between the
metastable melt and the equilibrium solid. The conver-
sion factor B=6.7kyT can be used to have a quick but
reasonably accurate estimate of thermodynamic quanti-
ties from the experimental suspension data of the sample
and of a single point along the melting line. Such a pro-
cedure may turn out to be extremely helpful in experi-
ments where Ay is needed from an independent source,
for example, in the evaluation of nucleation rate densities
in terms of classical nucleation theory.

Finally, the detailed discussion of the possible limiting
processes responsible for the saturation behavior at large
Ap led to a refined understanding of the interfacial struc-
ture in the case of rough interfaces observed on roundish
crystallites growing from the bulk melt as compared to
the planar (110) interface of wall nucleated monolithic
crystals. The differences observed between the growth
mechanisms showed strong resemblance to those found in
recent simulations of the (100) and (111) faces of fcc
Lennard-Jones crystals. While not all open questions
could be settled, we presented some evidence that in our
case a registering of layers formed within a several layers
thick interface is the predominant mechanism.
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FIG. 3. Four representative images of the scattered intensity
from the laser beam crossing the sample cell. In (a) the suspen-
sion is still sheared and the image appears as a brought light
band, as the flow is stopped (b) single speckels are discernible.
In (c) t =60 s after the start of solidification the two phases are
clearly distinguished by their difference in scattering intensity
(high intensity = melt; low =solid). After complete solidification
(d) the whole scattering volume again shows a homogeneous in-
tensity but on the low level of the crystal.



